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# 1. Цель работы

Знакомство с простейшей нейронной сетью и реализация алгоритма поиска ее весовых коэффициентов на примере решения задачи регрессии экспериментальных данных.

# 2. Постановка задачи

Найти линейную регрессию функции (коэффициенты наиболее подходящей прямой c = 1000, d = 0) по набору ее дискретных значений, заданных равномерно на интервале [-5, 5] со случайными ошибками . Выполнить расчет параметров методом Фибоначчи для c и методом дихотомии для d.

N = 20.

# 3. Ход работы

Рассмотрим линейную регрессию на интервале с известными параметрами

Набор данных содержит отсчета.

Результаты работы функции без шума:

|  |  |
| --- | --- |
| X | y(x) |
| -5 | -5000 |
| -4,5 | -4500 |
| -4 | -4000 |
| -3,5 | -3500 |
| -3 | -3000 |
| -2,5 | -2500 |
| -2 | -2000 |
| -1,5 | -1500 |
| -1 | -1000 |
| -0,5 | -500 |
| 0 | 0 |
| 0,5 | 500 |
| 1 | 1000 |
| 1,5 | 1500 |
| 2 | 2000 |
| 2,5 | 2500 |
| 3 | 3000 |
| 3,5 | 3500 |
| 4 | 4000 |
| 4,5 | 4500 |

Результаты работы функции с шумом:

|  |  |
| --- | --- |
| X | y(x) |
| -5 | -4612,2 |
| -4,5 | -4112,2 |
| -4 | -3612,2 |
| -3,5 | -3112,1 |
| -3 | -2612,2 |
| -2,5 | -2112,2 |
| -2 | -1612,2 |
| -1,5 | -1112,2 |
| -1 | -612,195 |
| -0,5 | -112,195 |
| 0 | 387,805 |
| 0,5 | 887,805 |
| 1 | 1387,8 |
| 1,5 | 1887,8 |
| 2 | 2387,8 |
| 2,5 | 2887,8 |
| 3 | 3387,8 |
| 3,5 | 3887,8 |
| 4 | 4387,8 |
| 4,5 | 4887,8 |

# 4. Выводы

Результаты работы показали, что в отсутствии шума программа дает точные значения параметров регрессии.

**5. Контрольный вопрос.**

1. Поясните суть метода наименьших квадратов.

В принципе наименьших квадратов параметры должны быть выбраны таким образом, чтобы минимизировать сумму квадратов ошибок для всех точек:

![](data:image/x-wmf;base64,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). Иначе говоря, при определенных значениях a и b сумма квадратов отклонений представленных данных от получившейся прямой будет иметь минимальное значение. В этом и состоит смысл метода наименьших квадратов.